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Abstract: One of the central objectives of studying database privacy protection is to protect
sensitive information held in a database from being inferred by a generic database
user. In this paper, we present aframework to assist in the formal analysis of the
database inference problem. The framework is based on an association network
which is composed of a similarity measure and a Bayesian network model.

1. INTRODUCTION

As the information explosion has grown, so has the
trend of data sharing and information exchange also
grown. Accordingly, privacy concerns have reached a
critical level [13]. In his report [1], Anderson
stated that the conbination of birth date and post
code (zip code) with data from a health database is
sufficient to identify 98% of the UK popul ation! It
is certainly a concern for the Ilcelandic patients'
dat abase [11]. Many existing efforts (e.g., [10][11])
have been geared towards the hiding of stored data
items and access control. It has been shown that even
if the sensitive personal information is hidden, it
can be derived frompublicly accessi ble data by neans
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of inference [2][5][214][15][16][17][21][22]. Denning
[6] categorized several different types of attacks
and analyzed the protection nethods where query
returns are statistical quantities (e.g., mean,
variance). H nke's work on determnistically chained
related attributes shows how the information can be
obtai ned from non-obvious links [9]. Duncan [5]]22]
presented cell suppression techniques where the
margi nal probability distributions are preserved by
disturbing the probability rmass of conmponent
vari ables. Sweeney's work applies the aggregation
operation to the nmerge of the attribute values [20].

W wish to put the inference problem upon a firm
t heoretical foundation. The main contribution of this
paper is to categorize and discuss inference from
di fferent perspectives and represent those different
views in a coherent franmework. Anong the above
nmenti oned approaches, ours and [5] are similar in
that both attenpt to mninmze the information |oss
for a database wuser. The difference is that our
protection nmethod eval uates val ues of each data item
At the core of our nodel a structured representation
of probabilistic dependency anpbng attributes is
adopt ed.

Summarizing from previous work, we envision two
perspectives of inference <characterized by attribute
properties. One perspective is about the probabilistic
correlation anong attributes. A conplinentary perspective
is that of individuality which enphasizes the uniqgueness
of each individual data item For the forner, a Bayesian
net wor k [18] can be used to nodel correlation
rel ati onships anmong attributes. Let attributes whose
information we wish to protect be the target attributes.
Based on this nodel, one can evaluate the potential inpact
that inpinges upon a target attribute from information

about ot her attri butes, and deci de t he perti nent
protection strategies accordingly. Al t hough the
probabilistic method is useful in describing the

I'i kelihood of the occurrence of an attribute value, it may
be ineffective for identifying which attribute value is
unique to a data item This uniqueness can be deened as
the individuality of a data item To protect such an
attribute value, it is necessary to determ ne whether
other attribute values, or their conbinations, provide the
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sane anpbunt of information as the special one does to the
data item Thus, the identification of individuality is
separate from the probabilistic correlation analysis. The
proposed framework is the first to integrate these two
perspectives.

2. POLICY

W use data nodification to ensure high privacy
protection. Qur concerns are that a user (authorized
for limted data access) mght be able to conbine
his/her information with other users, or to sinply
generate inferences on his/her own, to glean
know edge about data that they shoul d not have access
to. O course we are not concerned with the data
originator learning this information. Qur privacy
policy can be phrased as follows:
e No sensitive information can be inferred from
publicly rel eased dat a.
* No false information is added to the database
to increase privacy protection.
O course we are still allowing ourselves to hide
data to increase privacy protection --- we are only
di sal l owi ng erroneous data. Since protection always
i nvol ves a certain level of nodification to the data,
some statistical properties of a database wll

inevitably be affected --- this is good for privacy
concerns but bad for functionality. Qur proposed
nodel will incorporate dynam c changes as a result of

new attributes being added and new data being
col | ect ed.

3. INFERENCE

What informati on needs to be protected in a database?
Consi der the exanple nedical database as shown in
Table 1, where attributes “address”, “age” and
“occupation” are the basic personal information, and
“hepatitis”, “mental depression”, “AIDS” and “thyroid
(function)” are the personal nmedical records. It is
certain i nformation about t he uni que user
identification nunmber “uid” that we wish to protect
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(AIDS, suicide, etc.). Qur proposed nodel (referred
to as an association network) is conposed of two
conponents. One conponent is based on t he
probabilistic causal network nodel. The ot her
conponent describes the functional dependency or the
simlarity relationships.

Table 1: Data set

uid | addr | age | occup | hepatitis | mental AIDS |thyroid
depr.
1 FC1 | 67 nd n norm n n
2 Al |83 m | y dep n |
3 TCL | 43 | wy y dep y |
4 Anl | 19 aca y dep y |
5 WAL | 54 pol y dep n n
6 A2 |28 con n norm n n
7 Rel | 34 | wy y norm n n
8 An2 | 32 con y dep y |
9 FC1 | 39 aca y dep y |
10 FC2 | 44 pol n nor m n n
11 WA2 | 66 m | n dep n |
12 Anl | 23 nd y norm n n
13 TC2 34 con n norm n n
14 | WA3 | 50 pol y dep y |
15 Re2 | 28 con n dep n |
16 | WAM4 | 47 | wy n nor m n n
17 An3 | 92 aca n dep n |
18 Re2 | 28 | 'wy y dep y n
19 TC3 | 49 m | n dep n |
20 |AI3 |32 aca y norm n n
31 Identification of Similar Attributes

To prevent inference attacks, information such as a
person's nanme should automatically be renoved from
t he database. However, the renoval of the nane
attribute is hardly adequate. Other attributes, such
as a person's address, my reveal essentially the
sane information and thus, should al so be hidden from
general users. Consider two attributes in a database
and the natural relation given between their
attribute values. If this relation is “close” to
being a bijection then we say that the attributes are
simlar. In Table 2 we see the rel ati on between “uid”
and “address”. If one “uid” corresponds to one
“address” value, then “address” 1is congruent to
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“uid”, this is not the case. However, the mapping
between the two is alnbpst a bijection so they are
simlar (only three addresses correspond to nore than
one uid, and in those cases they correspond to two
uids). Intuitively, the less the spread of the
frequency count shown in the table, the higher the
simlarity between the target and the candidate
attri butes.

Table 2: address vs. uid

1/ 2| 3|4|5|6|7|8|9| 10| 11| 12| 13| 14| 15| 16| 17| 18| 19| 20
FCl| 1 1
Al 1
TC1 1
Anl 1 1
WAL 1
Al 2 1
Rel 1
An2 1
FC2 1
WA2 1
TC2 1
WA3 1
Re2 1 1
An3 1
WA4 1
TC3 1
Al 3 1

The criterion of determning which attributes are
simlar to the target attribute is quantified in
terms of our information theoretical rule.

Definition 1. (Dispersion V)

N M
Vi = - X Pr(tjlci)log(Pr(tjlci)); V=(XZVi )/ M
j:]_ i=1

where N and M stand for the nunber of attribute
val ues of the target attribute T (with values tj) and
candi date attribute C (with values ci), respectively.
Vi is the dispersion neasure of the ith attribute
value of C and V gives the total dispersion measure
with normalization. A low V score is the selection
criteria for simlar. Simlar attributes are the ones
that we want to nodify because they give us inference
about the target attribute. In ternms of the
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frequentist's view, we have Pr(tj|ci)=nij/ni, where
nij denotes the frequency count at the ith row and
jth colum, and ni is the sum of the ith row Note
that the range of this dispersion neasure is from O
to logN. The mininmm occurs when only one entry in
each row has a non-zero value. The maxinmum happens
when the mass ni is evenly distributed over ALL
attribute values of T. Gven that T="uid” the V-score
for C="address” (Table 2) is 3/17=0.18. Note that if
the V-score of a candidate attribute C is less than
1, then there exists Vi-scores of Cthat are equal to
0, for sone i. Attribute values that correspond to
| ow Vi-scores are subject to nodification.

A candidate attribute can be a conbi nation of several
attri butes. For i nst ance, t he combi nati on of
“address” and “nental depression” can uniquely
identify each item in the Table 1. Figure 1 shows
such a conbination. The fact is that a nerge of
several attributes with high V-scores can yield a | ow
V-score. Using V-scores an indicator, the proposed
search eval uates possible conbinations of different
attributes until a bijection wth the target
attribute is reached, or a desired V-score is
reached. Attributes or their conmbination with | ow V-
scores are stored.

i mental
Crasromn 2

Figure 1: Example of Combination of Attributes. A node represents an attribute. The dashed line
denotes the combination and the straight line denotes the similarity relationship.

3.2 Computation of Probabilistic | mpact

The anal ysis of the probabilistic dependency is based
on a Bayesian net representation ([8][18]). As shown
in Figure 2, either “AIDS"” or “thyroid” leads to
“mental depression”, while “hepatitis” and “nental
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depression” support the diagnosis of “AIDS . Thus,
“AIDS” can be inferred from information about

“hepatitis” and “nmental depression”. Note that
attributes about a person's background are not
included in this figure because of the |ow

statistical significance due to their large sets of
attribute val ues.

meotal
depoession

Figure 2: Architecture of a Bayesian network. An attribute is denoted by a node. An arrow
indicates the probabilistic dependency between the two attributes. A double circle denotes
information associated with the attribute is confidential.

As nentioned earlier, the conbination of “address”
and “ment al depr essi on” wil | | ead to t he
identification of “uid”. Thus, one may able to infer
about whether a particular person contracts AIDS by
joining together the information from Figure 1 and
Figure 2. The joined network is shown in Figure 3.
To prevent the potential association of “uid” and
“Al DS, i nformati on, in particul ar, “ment al
depression” (since it contributes to both networks)
must be reduced. To protect sensitive information,
strat egi es of bl ocking and aggregati on are used.

Figure 3: Architecture of ajoined network
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4, INFORMATION REDUCTION

In this paper, we consider the database nodification
strategi es of blocking and mergi ng. The purpose of
nodi fication is to mtigate database inference.

4.1 Reduction range

To give an objective quantitative description of the
extent to which users are willing to tolerate the
potential error induced from database nodification,
we invoke a quality index (Q) of a database. Q is
generated during the data collection phase. It is
represented as the logarithm (base 2) of the sanple
probability in our analysis:

Definition 2. (Q) Q@ =log( Pr(Dm),

where D denotes the data set and m denotes a nodel .
If mis a Bayesian network nmodel Bn then Q@ will be
log Pr(D|Bn). Q is viewed as the | ower bound of the
| evel of tolerance, bel ow which the validity of

i nference drawn fromthe nodified database is in
doubt. The operation range is defined in terns of the

rate of change, V.

Definition 3. (Ratio of Reduction)
y=|Q {original} - Q _{nodified}| / |Q _{original}]

For instance, if the original Q is -60 and the Q of the
nodi fi ed database is -63, then the allowed rate of change,
Yy, is 5% OQur assunption is that the estimated inherent
error in the original data and the tolerance neasure of
how nmuch we are allowed to perturb the data are tied
toget her in some underlying basic manner.

4.2 Blocking

The approach of blocking is inplenented by replacing
certain attribute values of sonme data items with a
question mark --- this indicates total ignorance of
the preference [2]. The set of attribute values that
maxi mal |y change the posterior probability of the
desired target value Pr(T=tj|DmBn), with respect to
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the nodified database Dm and the given Bn, are chosen
for blocking. If the nodification can cause drastic
change to the present belief, it should be considered
for hiding. The nodification wll stop when the

change reaches beyond the specified v

Caim1l. The Q, log(Pr(D|Bn)), is nonotonically
decreasing as nore attribute val ues are bl ocked.

As an exanple, let the allowed rate of change y be
3% From Table 1, the 3% change of Q whose value
changes from | og(Pr(D| Bn))=-38.85 to | og(Pr(DmBn))=-
40 can be best achi eved by nodifying

Data item 3: “hepatitis” = “y” as well as Data item
4. “"mental depression” ="dep”. The result of the
rel eased database is shown in Table 3. Since
nodi fication inevitably weakens the probabilistic
dependency, it my lead to the change of network
topology Bn. Thus, the causal dependency of the
target al so needs to be re-eval uat ed.

Table 3: medical records released to generic users

hepatitis |[n|y|?|yl|ly |n|ly|yly|n|n|y|n|y|n|n|n|y|n|y
nent al njd{d{?|d|n|n|d{d|{n{d|{n|{n|d|d|/n|fd|[d|[d]|n
Al DS 20?20?2122 [?[?21?2]1?2|?[?2?2]1?21?2[?]?]?]?]?|?
t hyroid njft({I{l{n|n{nj{l|{I{n{fl|{nn{l|l{n[l|{n|l]|n

4.3 Aggregation

We apply an aggregation operation [17] for conbining
different values of an attribute of |ow Vi-score.
Aggregation may be done according to the known
taxonomic structure inmposed on attribute values
(e.g., hone address with respect to zip code). One
exanple is shown in Table 4, where hone addresses of
Tabl e 1 are nmer ged into | ar ger districts
| exi cographi cal ly.

Table 4. merge of attribute values
1/2|3|4(5|/6|7|8|9|10| 11| 12| 13| 14| 15| 16| 17| 18] 19| 20
FC| 1 1|1
Al 1 1 1
TC 1 1 1
An 1 1 1 1
WA 1 1 1 1
Re 1 1 1
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Aggregation anounts to the reduction of t he
conplexity of a probability space spanned by
attributes [ 7] and t her ef ore, i ncreases t he
statistical significance [4]. For the nunber of
attri bute values changing from 17 to 6, the threshold
of the confidence region is given by a finite nunber
that is 11.1 with the confidence level 0.95 based on

chi-square estination. In the absence of such
structure, the concept clustering nmethod wth
clustering criterion based on Pr(Bn|Dm wll be used

as the selection criterion.

5. ASSOCIATION NETWORK

As discussed, different data analysis nmethods are
used in light of the different statistical properties
of attributes. W integrate the simlarity relation
and its related taxonony structure [18] with
probabilistic causal (Bayesian) to form what we call
an association network as in Figure 4. It provides
the basis for privacy protection analysis. W
envi sion the follow ng steps for generation.

e Conduct the simlarity selection and Bayesian
network induction. Attributes with |ow V-score
will have their values be either aggregated to
i ncrease significance level or replaced wth
pseudo- code.

e Evaluate inpact on target attributes from other
attributes in association networks.

e Mdify attribute values according to a
calcul ated priority.

« After nodification, (randomy) check if other
conbi nati ons still violate t he privacy
protection criterion.
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Figure 4: Association network model. The double-dashed line denotes an aggregated attribute.
The aggregated attribute may have probabilistic dependency with other attributes. Attributes
outside the dashed line are not included in the current database.

51 Restoration

It is possible to (partially) restore hidden
attribute values if the information of the underlying
Bayesi an network structures of the database are known
— this is the worst case to defend against. As in
[2][8][12], the restoration approach primarily
selects the set of instantiation x to the hidden
values with respect to log Pr(D{x}|Bn) for Dm Wth
data of Table 3, one could obtain the values of
“AIDS” shown in Table 5. Note that the two bl ockings
(i.e., data itens 3 and 4) are also correctly
restored to their original states.

Table 5: restored medical records

hepatitis |(n|y|y|y|y|n|y|Yy|y|n|njy|n|y|n{n|n|ly|n|y
nent al nfjd{d{d|d|n|n|d|d|{n|d|{n|{n|d|d|n|d|d|[d|n
Al DS nlylyly|n{ninly|ly|n|y|n{nlfy|ly|n|n|y|n|n
t hyroi d nit(l{l{n|{nfn{l|{I|{nfI|{nin{l|l|{n]l|{n|l{|n

Changes of the “AI DS’ values occur in three places -
a reasonably good guess, but a bad outconme for
privacy protection. |If the nunmber of bl ockings
increases to 4 with “nmental depression” of data itens
3, 8, 14 and 18 being blocked, the restoration is
di srupted. The result is shown in Table 6, where
changes in the restored values of “AIDS’ increase to
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seven, a fairly random outcome. In general, to ensure
no restoration, one needs to nodify associ ated causes
and evaluate their ramfications [3]. W wll
consider the conbined strategy with respect to the
constraint v.

Table 6: restored from more blocking

hepatitis |(n|y|y|y|y|n|y|y|y|n|/njy|n|y|n|{n|n|ly|n|y
nent al njd{?|d|d|n|n|[?|d[n|d|{n|n|?|d|n|d|?[d|n
Al DS nfy|njy|n{nin|n{y|[n|ly|n|{n[{n|ly|n{n{n|n|n
t hyroid njit(l{l{n{nfn{l|{I|{nfI|{nin{l|l{n|l|{n|l|n
5.2 Effectiveness Evaluation
The result of blocking wll push the target

probability toward the uniformdistribution. In fact,

Claim3. The entropy neasure of T with Pr(T|DmBn) is
nmonotoni cally increasing w r.t. blockings.

This property is in tune with our intuition that
uniformity gives maximal entropy, while specificity
gives m ni mal ent r opy. The evaluation of the
ef fectiveness of nodification in our framework is
carried out by cross-validation over Dm where
ef fectiveness is nmeasured in terns of the error rate
Ucf(e,s) [19], meaning the chance of having e errors
with s test data at the confidence level cf. For
instance, in Table 3, with 3 nmisclassified test data
and 7 test data, the predicted error rate, Ucf(3,7),
is 0.43 at cf=10% The result neans that if the error
rate is high, the network nodel is unreliable and
thus, the inference is nitigated.

6. CONCLUSION

Qur results suggest that database privacy protection
requires extensive evaluation and analysis of data

rel ati onshi ps. Qur nodel requires two-tier
processing. First, a simlarity analysis is carried
out for examining simlar attributes. The second

tier is based on the probabilistic dependency
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anal ysis of attributes. Blocking and aggregation are
used to prevent inference. Inference is analyzed with
an association network, which consists of the
probabilistic dependency structure, the taxonony
structure and the simlarity neasure. This provides a
unified framework for dat abase i nference anal ysis.
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