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Fig. 13. A British WWII Supermarine Spitfire fighter plane featuring a
dangerous fiducial.

A set of C concentric circles withr1 =
1+1=2C

2
and �r =

1+1=2C is expected to be a very good (although suboptimal) location
shape. Experimental tests in [13] and further theoretical developments
recently published in [14], led to the conclusion that the “bull’s-eye”
fiducial is indeed a very good, robust and practical location mark.

Hence the Royal Air Force chose, rather poorly, a deadly targeting
shape to be painted on its planes during World War II (see Fig. 13).
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An Analysis of the Timed -Channel
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Abstract—Golomb analyzed theZ-channel, a memoryless channel with
two input symbols and two output symbols, where one of the input
symbols is transmitted with noise while the other is transmitted without
noise, and the output symbol transmission times are equal. We generalize
to the timedZ-channel, where the output symbol transmission times are
not equal. The timedZ-channel appears as the basis for a large class of
covert (communication) channels appearing in multilevel secure computer
systems. We give a detailed mathematical analysis of the timedZ-channel
and report a result expressing the capacity of the timedZ-channel as the
log of the root of a characteristic equation. This generalizes Shannon’s
work on noiseless channels for this special case. We also report a new
result bounding the timed Z-channel’s capacity from below. We show
how an interesting observation that Golomb reported for theZ-channel
also holds for the timedZ-channel.

Index Terms—Channel capacity, computer network, computer security,
covert channel, CPU scheduling, timing channel,Z-channel.

I. INTRODUCTION

In Shannon’s seminal paper, he expressed the capacity of a
discrete noiseless channel with variable symbol time durations as the
logarithm of the zero of an associated “polynomial,” see [26], [6] (in
this correspondence we abuse the term polynomial since technically
they are polynomials in the inverse of the variable). The nontrivial
exponents of this polynomial are the negatives of the symbol time
durations. Our main theoretical result is to extend this algebraic
solution to a particular type of noisy binary input channel which
has two output times.

Discrete noiseless channel with variable symbol time durations
and their “noisy” generalizations are of great interest to designers
of multilevel secure (MLS) computer systems [22]. We discuss an
application of our analysis to such a system. In this correspondence
we will restrict ourselves to a two-level system, consisting of the
(security/sensitivity) levels Low and High. The Bell–LaPadula (BLP)
[2] requirements are that a lower level user/process (Low) may not
read from a higher user/process (High) and that High may not write
to Low. However, due to the exigencies of realistic system design,
it may be possible for High tocovertly pass information to Low
in violation of the BLP requirements. Such a violation is called
a covert channel[14]. Mathematically, a covert channel is simply
a communication channel with High acting as the transmitter and
Low being the receiver. In this correspondence, as in [22], we are
interested in covert channels where time values comprise the output
alphabet. Such a covert channel is called a covert timing channel,
or more simply, atiming channel. In the literature, timing channels
often include the class of channels that use the notion of a “clock”
to count the number of symbols sent in a certain time period [29].
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In general, timing channels arise from resource sharing in MLS
systems. High can pass information to Low, by either interfering with,
or refraining from interfering with, the timing of Low’s activities. In
most of these systems this activity is noisy. The simplest model for
such interference (where the output alphabet consists of time values)
is what we call thetimed Z-channel. The timedZ-channel is a
discrete memoryless communication channel with two inputs, and
the output set consists of two time values. The first input can result
in either output time, whereas the second input is always output as
the greater time value.

Note that in [22, Strategy 2] we studied a two-input, two-output
channel where the arrival times of the output values span a continuous
range, not as in this correspondence, a two-input, two-ouput channel
with two arrival times. Thus that channel [22] is not a generalization
of theZ-channel. Furthermore, the results from our present work are
not a special case of [22] due to the very different behavior of the
arrival times.

We show how the well-known CPU scheduling covert channel [15],
[25], as discussed in a mathematical sense by Huskamp [9, Sec. IV],
is a timedZ-channel. Many researchers are currently investigating
countermeasures to this scenario and its variants (e.g., [8], [7], [27],
[10]). Note that McCullough’s [18] “half-bit [sic] channels” are, in
fact, timedZ-channels.

Theorem 1 and Corollary 1 (the main results of this correspon-
dence) show how channel capacity can be easily expressed1 as
the log of a zero of a trinomial (recall we are using the terms
polynomial/trinomial loosely). Thus we have extended Shannon’s
earlier algebraic approach. This lets us transform a complicated
optimization problem into an algebraic problem. This, in turn, gives
us a simple method for calculating capacity and seeing the interplay
between the noise and timing factors. The best defense to covert
channel threats is a thorough understanding and analysis of covert
channel behavior. Knowledge of the interplay between these various
terms leads us to a better understanding of how to lessen capacity
without degrading performance. This has been seen in papers such as
[3] and [4], where noise is introduced in the system to lessen capacity.
Knowledge of similar system behavior was of great significance
during the design and implementation of the NRL Pump [11]–[13],
[21].

II. EXAMPLE—THE CPU SCHEDULER TYPE CHANNEL

Most modern computers are based on an operating system that
performs multiprogramming. In multiprogramming, a number of jobs
(programs) are located in memory (job queue) at the same time and
share one or more CPU’s among them. The idea is that sharing can
increase CPU utilization and total job throughput [1].

MLS computers have separate memory spaces for jobs at different
security levels. However, many MLS computers are also based on
a multilevel operating system that performs multiprogramming with
only one CPU. Thus the CPU is shared not only among jobs within
the same security level but also among jobs from different security
levels.

The above is what our scenario is based upon—the multilevel
CPU scheduling of jobs in a multilevel operating system. This CPU
scheduling causes contention which leads to a covert channel. This
effect has been well-noted in the literature [15], [25], [9].

Note that we can observe the same situation on a multilevel
message server system where a High server receives messages from
Low and Medium (or High) levels in a round-robin fashion. We also
note that studies of this type of covert channel have been useful in
other areas, such as the planned extension of the NRL network Pump

1All logarithms are base2.

Fig. 1. A queuing diagram.

Fig. 2. A noiseless timing channel.

Fig. 3. A timedZ-channel.

(a secure message passer from Low to High) to a more generalized
scenario. We will refer to the class of such covert channels as CPU
scheduling channels. The detailed model is as follows:

There are two queues (i.e., Q2 and Q1), such that High pro-
cesses put their jobs/messages into Q2 and Low processes put their
jobs/messages into Q1. A server, which is a shared resource, provides
service in a round-robin fashion. A server may be a CPU which
processes jobs from two different levels. This is illustrated in Fig. 1.

This scenario results in the well-known covert timing channel from
High to Low, which we have called the CPU scheduling channel [15],
[25], [9]. For simplicity, let us assume that each job takes time�:

Assume that a Low process (e.g., BL—Bad Low) submits jobs and
observes the time between job completions. If a High process (e.g.,
BH) does not submit any job, each job in Q1 takes time� to complete.
If BH submits a job, BL observes time2� between job completions
(i.e., time � for the BH job and an additional time� for the BL
job). Therefore, we have the noiseless timing channel illustrated in
Fig. 2. The capacity of this noiseless timing channel is known to
be ��1 log 1+

p
5

2
bits per time unit [26], [19] because1+

p
5

2
is the

positive zero of1� (x�1 + x�2): BH may decide to communicate
with BL even in the presence of noise. The noise can be introduced
by another High process (e.g., GH—Good High) that does not have
any intention of communicating with BL. If GH submits a job and
BH does not submit a job (i.e., BH attempts to send a binary0), BL
still observes time2� which will be interpreted as a binary1 from
BH. Therefore, we have a coverttimedZ-channel (see Section IV
for a formal definition) wherep+ q = 1 as illustrated in Fig. 3. This
type of channel, where capacity (bits per time unit) is not known, is
the focus of this correspondence.

In the preliminary conference [24] version of this correspondence
we examined a situation where a timedZ-channel could arise in a
token ring network. This scenario is interesting because it hasthree
levels, is in a network environment, and is previously unknown. We
will not discuss this scenario further.
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Fig. 4. TheZ-channel.

III. M ATHEMATICAL BACKGROUND: GOLOMB’S Z-CHANNEL

In [5] Golomb succinctly analyzed the mutual information and
channel capacity of theZ-channel (see Fig. 4). TheZ-channel is a
discrete memoryless channel with two input symbols. One symbol,
x2, is transmitted without noise and received asy2, while the other
input symbolx1 is transmitted with noise and received as eithery1
or y2: We denote the probability thatxi (yj) is the input (output) by
P (xi) (P (yj)): Letting u represent the probabilityP (x1) thatx1 is
the input we haveP (x2) = 1 � u: The amount of noise (constant
with each transmission) is given by the following channel matrix
(q = 1� p) which describes the conditional probabilities:

P (y1jx1) P (y2jx1)
P (y1jx2) P (y2jx2)

=
p q
0 1

:

Let us now calculate the mutual informationI (in units of bits
per symbol).I is the difference in entropiesH(Y )�H(Y jX): The
output entropyH(Y ) = H(y1; y2); where we are using the shorthand
notation ofH(a; b) = �fa log a+ b log bg: By conditioning we see
thatP (y1) = up andP (y2) = 1� up: SoH(Y ) = H(up;1� up):
The conditional entropy is

H(Y jX) =P (x1)H(Y jx1) + P (x2)H(Y jx2)

=P (x1)H(p; q) + P (x2)H(0;1)

=uH(p; q):

Thus we see that [5, eq. (1)]

I = H(up;1� up)� uH(p; q):

In brief, a timedZ-channel is identical to Golomb’sZ-channel
except that the output symboly2 has a greater transmission time than
y1: Implicit in discussion of Golomb’sZ-channel is that the symbols
take the same amount of time to be transmitted. Therefore, units
are in bits per symbol when we are dealing with theZ-channel. To
avoid confusion,I (It) will be mutual information in bits per symbol
(tick, the time unit), andC (Ct) will be capacity in bits per symbol
(tick). In general, for discrete memoryless channels, if all symbols
take the same time� to be transmitted, we haveIt = ��1I and
Ct = ��1C: However, for the timedZ-channel, transmission times
of the two symbols are different, soCt is not a multiple ofC: In the
next section we analyze the timedZ-channel. Note that in [22] we
get the same result forI: However,It and thusCt are quite different.

IV. THE TIMED Z-CHANNEL

We see from our above discussions that we may abstract our covert
timing channel scenario to a memoryless channel with two input

Fig. 5. TheZ(�)-channel,� = t2 � t1:

symbols,x1 and x2, u as before. Input symbolx2 is transmitted
without noise and is interpreted as the output symboly2, taking
time t2: Input symbolx1 either arrives with probabilityp taking
time t1 and is interpreted as the output symboly1, or it arrives with
probability q = 1� p taking timet2 and is interpreted as the output
symboly2 (theti are integers since by definition they are multiples of
a tick). Note that the output symbols are distinguished by the differing
time values in the timedZ-channel, whereas in theZ-channel it is
not the time that distinguishes them, but the fact thaty1 6= y2: We
will use the notation “Z(�)-channel,” where� is the difference in
time t2 � t1 � 0, for the timedZ-channel (see Fig. 5). Of course,
the channel matrix of theZ(�)-channel is identical to that of theZ-
channel. Therefore,I for theZ(�)-channel is the same asI for the
Z-channel. Note that theZ-channel is just aZ(0)-channel.

Let T represent the Bernoulli random variable that describes the
time at which an output symbol arrives. The probabilityP (T = tj),
or written more simply asP (tj), is the probabilityP (yj): Hence,
the expected value ofT is

E(T ) = t1(up) + t2(1� up):

Since � = t2 � t1 we have

E(T ) = t1 + �(1� up):

We see that if the channel is noiselessE(T )jq=0 = t1+ �(1�u): If
the channel is totally noisy (useless) thenE(T )jq=1 = t1 + �:

We now wish to analyze the mutual information, in bits per tick,
It = (I=E(T )): From our above equations we see that

It =
H(up;1� up)� uH(p; q)

t1 + �(1� up)
:

We wish to calculate the capacity, in units of bits per tick,Ct for the
Z(�)-channel. Verd́u [28] has rigorously shown thatCt = maxu It,
and that this is the proper measure of maximal asymptotically error-
free information flow. We can findCt by setting(dIt=du) = 0 and
solving for u: We denote the value ofu that solves(dIt=du) = 0,
and therefore maximizesIt; by uc (see the expression on the bottom
of this page). Setting the derivative to zero gives us

0 = t1p log
1� up

up
� t1H(p; q) + �p log

1� up

up

� �H(p; q)� �up2 log
1� up

up
+ �upH(p; q)

� �up2 log (up)� �p(1� up) log (1� up)� �upH(p; q)

dIt
du

=
[t1 + �(1� up)] p log 1�up

up
�H(p; q) + �p[H(up; 1� up)� uH(p; q)]

[t1 + �(1� up)]2
:
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Fig. 6. pq
q=p

:

which simplifies to

t1 + �

p
H(p; q) = t1 log

1� up

up
+ � log

1� up

up

� �up log
1� up

up
� �up log (up)

� � log (1� up) + �up log (1� up)

which further reduces to

t1 + �

p
H(p; q) = t1 log

1� up

up
� � log (up):

This simplifies to

log (1� up)t (up)�(t +�) = log (ppqq)
�

(1� up)t =(ppqq)
�

(up)(t +�)

1� up =(ppqq)
�

(up) :

Letting � = (pqq=p)1=t and 
�t = up we have the trinomial
equation

1� [(�
)�(t +�) + 

�t ] = 0 (1)

which we refer to as the characteristic equation of theZ(�)-channel.
Equation (1) gives us the following useful identities:

(�
)�(t +�) + 

�t = 1

1� 

�t = (�
)�(t +�)

:

We obtained a similar expression for the channel in [22]. However,
in [22] the nontrivial exponents of the equation are not, up to
sign, the output time values. This contrasts with the results in this
correspondence where the nontrivial exponents are the negatives of
the output time values. Thus our current results generalize Shannon’s
polynomial representation for the simple scenario we have put forth.

Since the termpqq=p is so important we will include a plot of it
(see Fig. 6). Keep in mind thatpqq=p is defined by its limiting values
of 0 and 1 at p = 0 and p = 1, respectively.

Of course, the variable
 in (1) is functionally dependent uponp,
but (1) is very appealing because ifp = 1, (1) reduces to

1� [
�(t +�) + 

�t ] = 0 (2)

anduc = r
�t
1 , wherer1 is the unique positive root of (2). This is

of interest because Shannon has shown thatCt = log r1 [26], [23],
[20] (for this noiseless channel).

Now let us attempt to find a general closed form for the capacity
of the Z(�)-channel. Using the identityucp = r�tp , whererp, for
fixed p, is the positive
 value that solves (1), we see that

H(ucp; 1� ucp) =H(r�tp ; (�rp)
�(t +�))

= [t1 + �(�rp)
�(t +�)] log rp + (t1 + �)

� (�rp)
�(t +�) log �:

SinceH(p; q) = � log (ppqq) we see that

ucH(p; q) = �t1r
�t
p log �:

This gives us

H(ucp;1� ucp)� ucH(p; q)

= [t1 + �(�rp)
�(t +�)] log rp + (t1 + �)(�rp)

�(t +�)

� log �+ t1r
�t
p log �

= [t1 + �(�rp)
�(t +�)] log rp

+ [t1(r
�t
p + (�rp)

�(t +�)) + �(�rp)
�(t +�)] log�

= [t1 + �(�rp)
�(t +�)](log rp + log�)

= [t1 + �(�rp)
�(t +�)] log�rp:

The mean time to receive a symbol, with respect to the maximizing
value of u, is

E(T )ju=u = t1 + �(1� ucp) = t1 + �(�rp)
�(t +�)

:
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Fig. 7. Comparison of the roots.

Since

Ct = It(uc) =
H(ucp; 1� ucp)� ucH(p; q)

E(T )ju=u

we see that

Theorem 1: Ct = log�rp, whererp, for fixed p, is the positive

 value that solves

1� [(�
)�(t +�) + 
�t ] = 0:

Changing variables in (1) by lettingw = �
, we see that�rp, for
fixed p, is the positive value ofw that solves

1� [w�(t +�) + (pqq=p)w�t ] = 0:

Therefore, we have the following corollary to Theorem 1.

Corollary 1: Ct = log xp, wherexp, for fixed p, is the positive
w value that solves

1� [w�(t +�) + (pqq=p)w�t ] = 0:

Theorem 1 and Corollary 1 collapse to Shannon’s result [26] for
p = 1: (We will study the case ofp ! 0+ in Section V.) Corollary
1 mimics the form of Shannon’s result by expressingCt as the
logarithm of a zero of a polynomial. However, our polynomial has
nontrivial coefficients. Note that for theZ(0)-channel, our result
gives usCtj�=0 = (1=t1) log (1 + pqq=p), which can be easily
obtained from Golomb’s paper. This is an intriguing generalization of
Shannon’s result on capacity. Our results are part of a greater research
plan to understand how to generalize Shannon’s original definition of
capacity as an asymptotic limit [26], [6, p. 106] when noise is present.

We also note that our results turn the capacity calculation from
an optimization problem into a much simpler algebraic problem. The
algorithm necessary to calculate the capacity is nothing more than a
simple root finder.

Let us see what else we can glean from the above results. We
will use the notationCt(p) for the capacity of theZ(�)-channel with
noiseq = 1 � p: We are interested in the behavior ofCt(p) as p

varies from1 to 0 (i.e., from noiseless to useless) fort1 and� fixed.
By Theorem 1 we have

Ct(p) = log�rp = log rp + log�:

Since� = (pqq=p)1=t we see that we have

Ct(p) = log rp +
log (pqq=p)

t1
:

We are adding a negative (we are not including the trivial comparison
wherep = 1) term to log rp: We will use this expression to bound
Ct(p) from below. Consider the equation

1� [(�
)�(t +�) + 
�t ] = 0:

This is equivalent to the equation


t +� = ��(t +�) + 
�:

rp is the value of
 where the plot of
t +� intersects the plot
of ��(t +�) + 
�, andr1 is the value of
 where the plot of
t +�

intersects the plot of1 + 
� (see Fig. 7). Since��(t +�)> 1 we see
that rp>r1: Hence

log r1< log rp

log r1 + log�< log rp + log�

Ct(1) + log�<Ct(p):

Therefore, the capacityCt(p) is never less thanCt(1)+ log�: Since
Ct(p)<Ct(1) we have

Theorem 2: For theZ(�)-channel the capacityCt(p) is always
bounded as

max (0; Ct(1) + log�) � Ct(p) � Ct(1):

We may interpret this as a feasibility region whereCt(p) must lie
(see Fig. 8).

Note that if we used Corollary 1 instead of Theorem 1, we would
only obtain the known and obvious bound thatCt(p) � Ct(1):
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Fig. 8. Illustration of Theorem 2 fort1 = � = 1:

V. COMMENTS ON THE VERY NOISY Z(�)-CHANNEL

Majani [16] has done a systematic study of “very noisy” channels
in his dissertation. We are only concerned with examining theZ(�)-
channel asp! 0+ (which is a very noisy channel). Golomb looked at
theZ-channel under the same conditions and noted some interesting
behavior. We will show that theZ(�)-channel behaves similarly.

Golomb [5] showed that

Theorem 3 (Golomb):For theZ-channel,

lim
p!0

uc = 1=e:

This result is remarkable because it implies that even though the
transmission ofx1 becomes noiser and noiser, a large percentage of
the inputs must still bex1 in order for the mutual information function
to approach capacity. Further, Golomb showed thatuc varies only
from 1=2 to 1=e, asp varies from1 to 0. This is of interest in light
of the following result of Majani and Rumsey (they are concerned
with units of bits per symbol, not time) [16], [17].

Theorem 4 (Majani and Rumsey):For a binary-input discrete
memoryless channel withC > 0; I achievesC when the the
probability of the first symbol being input is in the interval
(1=e;1 � 1=e):

Of course, the probability for the second symbol is then also in
the same interval. Therefore, Golomb’s example whenp ! 0+

represents the limiting case of Majani and Rumsey’s result, and
shows that the bounds in Theorem 4 are tight. Majani and Rumsey
have noted that this does not hold, in general, for more than two
input symbols. Note, as the following counterexample shows, that
Majani and Rumsey’s result does not hold for timing channels, and
in particular theZ(�)-channel.

Counterexample:Take the noiseless(q = 0) Z(�)-channel with
t1 = 1 and � = 29, thenuc � 0:919> 1 � 1=e:

However, let us see if Golomb’s result generalizes to the timed
Z-channel by studying it when it is very noisy, i.e.,p! 0+: As we
remarked above, Golomb showed for theZ-channel thatuc ! 1=e:
Therefore, we must study the root of (1) whenp ! 0+: This is a
little tricky because both� and
 are functions ofp: Recalling that

�t = up, so 
�� = (up)�=t , we may express (1) as

up[(pqq=p)�1q�(�q)=(t p)p��=t u�=t p�=t + 1] = 1

which, by letting� = qq=p, simplifies to

p�u+ (1=�)�=t u1+�=t = �: (3)

By using L’Hôpital’s rule we see thatlimp!0 ln � = �1; hence
� ! e�1: Hence asp ! 0+, (3) collapses toe�=t u1+�=t = e�1;
so we have

Theorem 5: For theZ(�)-channel,

lim
p!0

uc = 1=e:

Of course the rate of approach is dependent upon�: We find this
result to be of interest. It is worth noting that even though Majani
and Rumsey’s result onuc values does not generalize to the timed
Z-channel, Golomb’s result on the boundary behavior ofuc does.
Theorem 5 might be of use in the design of a code to exploit a very
noisy timedZ-channel.

VI. CONCLUSION

We examined in detail a scenario where the timedZ-channel
appears. This scenario is of importance to secure system designers
because it models a well-known family of covert channels dating
back to work on the CPU scheduling channel.

In addition to the fact that the timedZ-channel is present in
real situations, it is also, in general, a good basis for an analytical
study of noisy timing channels. We gave background on Golomb’s
classic work on theZ-channel. We then defined the timedZ-channel
formally, and presented results on its capacity. These results showed
the relationship between the noise and timing factors. The results
also gave a theorem bounding the capacity in terms of other well-
known results. In particular, we showed how to generalize Shannon’s
algebraic result when a simple discrete channel with variable-time
outputs is noisy. We also noted that an interesting mathematical
artifact, the limiting behavior of the critical probability for theZ-
channel, generalizes to the timedZ-channel.

We believe that our results will be of use to the designers of MLS
systems. We feel that describing and thoroughly analyzing this threat
is the first step in managing it. We also feel that the serious threat
of our timedZ-channel may not be restricted to just our example
scenarios. We plan on investigating other scenarios, as well as systems
having output alphabets with more than two timed symbols.
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A Lower Bound on the Error Probability
for Signals in White Gaussian Noise

Gérald E. S´eguin

Abstract—In this correpondence we apply a recent inequality by
de Caen to derive a lower bound on the probability of error for M -
ary signals derived from a binary linear code and used on the additive
white Gaussian noise channel with a maximum-likelihood decoder. This
bound depends only on the weight enumerator of the code and the signal-
to-noise ratio Eb=No. We show that this bound converges to the union
upper bound asEb=No goes to infinity. Finally, by means of examples,
we compare our lower bound with those of Shannon and Swaszek and
with Poltyrev’s upper bound.

Index Terms—Additive Gaussian noise, linear code, lower bound,
signaling, upper bound.

I. INTRODUCTION

In this correspondence we study the problem of communicating
one ofM equally likely signalssss0; sss1; � � � ; sssM�1; of dimensionN ,
over the additive white Gaussian noise (AWGN) channel. For this
situation, ifsssu is transmitted, then the received vectorRRR is

RRR = sssu + nnn (1)

wherennn is anN -dimensional vector whose coordinates are0-mean,
independent Gaussian random variables each with varianceN0=2:
A maximum-likelihood receiver decodesRRR into the nearest signal
in the Euclidean sense. Consequently, the probability or error, given
that sssu was transmitted, is given by

P (Ejsssu) = Pr
i 6=u

Euijsssu (2)

where

Eui = fkRRR� sssik � kRRR� sssukg (3)

and wherek k is the Euclidean norm.
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